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Standard methods of impact evaluation often leave significant gaps between what we know about development effectiveness and what we want to know—gaps that stem from distortions in the market for knowledge. The author discusses how evaluations might better address these knowledge gaps and so be more relevant to the needs of practitioners. It is argued that more attention needs to be given to identifying policy-relevant questions (including the case for intervention), that a broader approach should be taken to the problems of internal validity (including heterogeneity and spillover effects), and that the problems of external validity (including scaling up) merit more attention by researchers. JEL codes: H43, O22

Anyone who doubts the potential benefits to development practitioners from evaluation should study China’s economic reforms. In 1978, the Communist Party’s 11th Congress broke with its ideology-based view of policymaking in favor of a pragmatic approach, which Deng Xiaoping famously dubbed “feeling our way across the river.” At its core was the idea that public action should be based on evaluations of experiences with different policies—“the intellectual approach of seeking truth from facts” (Du 2006, p. 2). In looking for facts, a high weight was put on demonstrable success in actual policy experiments on the ground. The first major application was to rural reform. While there had been much dissatisfaction with collectivized farming, there were competing ideas as to what needed to be done. The evidence from local experiments was eventually instrumental in persuading even the old guard of the Party’s leadership (many of whom still favored collectivized farming) that household contracts could deliver higher food output. The evidence had to be credible. A new research group did field work studying the local experiments—though they were certainly not randomized experiments—in using contracts with individual farmers. The evidence might not be
conclusive by today’s scientific standards, but it helped to convince skeptical policymakers (many still imbued in Maoist ideology) of the merits of scaling up the local initiatives (Luo 2007). The rural reforms that were then implemented nationally helped achieve what was probably the most dramatic reduction in the extent of poverty the world has yet seen.

Unfortunately we still have a long way to go before we will be able to say that this story from China is typical of development policymaking elsewhere. (And China still has much that it could do to enhance the credibility of its own efforts at evidence-based policymaking.) In this paper I argue that we underinvest in rigorous evaluations of development interventions and that the evaluations that are done currently are not as useful as they could be. Distortions in the “market for knowledge” about development effectiveness leave persistent gaps between what we know and what we want to know; and the learning process is often too weak to guide practice reliably. The outcome is almost certainly one of less overall impact on poverty.

I first try to understand how the gaps in our knowledge about development effectiveness come to exist and persist. I then identify a number of things that need to change in current approaches to evaluation if the potential to inform development practice is to be fulfilled. Examples are given from recent research, although a number of these issues remain under-researched. I hope that the discussion will help to change that.

Why Might We Underinvest in Rigorous Evaluations?

The focus of this paper is the problem of assessing the impact of a development project, where “impact” is measured against explicit counterfactual outcomes (such as in the absence of the project); the essential characteristic of a rigorous evaluation is that it includes a credible strategy for identifying the counterfactual. The topic embraces both ex ante and ex post evaluation (and possibly both for the same project). Ex ante evaluation is a key input to project appraisal. Ex post evaluation can sometimes provide useful insights into how a project might be modified along the way, and is certainly a key input to the accumulation of knowledge about development effectiveness, which guides future policymaking.

There are good reasons why not everything that is done in the name of development gets evaluated. Rigorous evaluations are rarely easy. Practical and logistical difficulties abound. Special-purpose data collection and close supervision are typically required. The analytic and computational demands for valid inferences can also be daunting and require specialized skills.
Knowledge-Market Failures

However, there are also reasons to doubt that the market for knowledge about development effectiveness works well. The outcome of these market failures is almost certainly that we underinvest in rigorous impact evaluations.

Suppliers and demanders of knowledge about development effectiveness do not typically have the same information about the quality of the evaluation—giving an example of what economists call “asymmetric information,” which is a well-known source of market failure. In the present context, development practitioners cannot easily assess the quality and expected benefits of an impact evaluation in order to weigh them against the costs. Short-cut methods promise quick results at low cost, though rarely are users well informed of the inferential dangers. Since it is often hard for practitioners to know whether research is of good quality or not, there is a real risk that rigorous evaluations are driven out by nonrigorous ones of doubtful veracity.

Another important feature of this market is the degree of control that individual project “managers” (including staff in both aid agencies and governments) have over what gets evaluated and how much is spent on evaluation. This can be thought of as a noncompetitive feature of the market for knowledge about development effectiveness, in that the project manager more or less has the power to block the supply of knowledge. The decision about whether resources should be invested in data and research on a specific project or policy is often made by (or heavily influenced by) the individual practitioners involved, or by political stakeholders whose incentives need not be well-aligned with knowledge demands. The portfolio of evaluations is almost certainly biased towards programs that work well; managers of weak programs try to avoid rigorous evaluation, which threatens to expose the program’s weaknesses. Lighter “evaluations” are often easier to manipulate for the purpose of showing seemingly positive results.

Decentralized decision-making about evaluation generates another source of market failure: the benefits from the rigorous evaluation of a development project spill over to other projects, which typically do not share in the cost of doing that evaluation. Development is a learning process, in which future practitioners benefit from current research. The individual project manager will typically not take account of these external benefits when deciding how much to spend on evaluation. This is what economists call an “externality.” An implication of the externalities in the market for knowledge about development effectiveness is that we tend to underinvest in research that can draw useful lessons for other projects and settings besides that of the specific evaluation.

Certain types of evaluations are likely to be more prone to these sources of market failure. It is typically far easier to evaluate an intervention that yields all its likely impacts within 1 year (say) than an intervention that takes many years.
It can be no surprise that credible evaluations of the longer term impacts of (for example) infrastructure projects are rare. Similarly, we know very little about the long-term impacts of development projects that do deliver short-term gains; for example, we know much more about the short-term impacts of transfer payments on the current nutritional status of children in recipient families than about the possible gains in their longer term productivity from better nutrition in childhood. So future practitioners are often poorly informed about what works and what does not. There is a “myopia bias” in our knowledge, favoring development projects that yield quick results.

We probably also underinvest in evaluations of types of interventions that tend to have diffused, widespread benefits. Impacts for such interventions are often harder to identify than for cleanly assigned programs with well-defined beneficiaries, since one typically does not have the informational advantage of being able to observe nonparticipants (as the basis for inferring the counterfactual). It may also be hard to fund evaluations for such interventions, since they often lack a well-defined constituency of political support.

The implication of all this is that, without strong institutional support and encouragement, there will probably be too few evaluations, particularly of the long-term impacts of development interventions and of broader sectoral or economy-wide reforms. And the evaluations that do get done will focus too much on internal validity (whether valid inferences are drawn about the impact of that specific project in its specific setting) relative to external validity (whether valid inferences are drawn for other projects, either as scaled up versions of that project in the same setting or as similar projects in different settings). The fact that long-term evaluations are so rare (though it is widely agreed that development does not happen rapidly) and that we clearly know too little about external validity suggest that the available support is currently insufficient or it is misallocated.

**Rising Support for Evaluations**

Increasingly evaluations do receive support beyond what is demanded by the immediate practitioners. There has been substantial growth in donor support for impact evaluations in recent years. Donor governments are increasingly being pressed by their citizens to show the impact of development aid which has generated extra resources for financing impact evaluations. Unfortunately, the resources available are not always used for making rigorous evaluations. And it is not clear that the extra resources are having as much impact as they could on the incentives facing project managers and governments. Donor support needs to focus on increasing marginal private benefits from evaluation or reducing marginal costs. Nonetheless, there is now a broader awareness of the problems faced when trying to do evaluations, including the age-old problem of identifying “causal” impacts.
This has helped make donors less willing to fund weak proposals for evaluations that are unlikely to yield reliable knowledge about development effectiveness.

What does get evaluated, however, is still only a modest fraction of what gets done on the ground in the name of development. That may always be the case, given the costs of evaluation. But what is more worrying is that this fraction is a decidedly nonrandom one. Typically, a self-selected sample of practitioners approaches the funding sources, often with researchers already in tow. This process is likely to favor projects and policies that are expected to have benefits by their advocates.

All this makes it very important that new efforts by the development community to support impact evaluations of development policies—to address the market failures discussed above—should start from those knowledge gaps, not from a researcher’s prior preference for one sort of data or method. That is not always the case. For example, while the recent enthusiasm for Randomized Control Trials (RCTs) (also called social experiments)—see, for example, Banerjee (2007) and Duflo and Kremer (2005)—has generated some interesting new research, it is not based on any clear strategic assessment of how this particular method would fill the knowledge gaps of highest priority. Nor is there any obvious reason why doing more social experiments would help correct for the distortions that generated those knowledge gaps. Randomization is clearly only feasible for a nonrandom subset of policies and settings; for example, it is rarely feasible to randomize the location of infrastructure projects and related programs, which are core activities in almost any poor country’s development strategy. And even for the types of programs for which randomization is an option, it will be adopted more readily in some settings than others, given that social experiments raise ethical and political concerns—stemming from the fact that some of those to which a program is randomly assigned will almost certainly not need it, while some in the control group will. A better idea would be to randomize what gets evaluated rigorously and then choose a method appropriate to each sampled intervention, with randomization as one option.

The rest of this article will explore how we might assure that future work on impact evaluation is more relevant to the needs of development practitioners. While better approaches to evaluation will not, on their own, solve all the problems in the market for knowledge discussed above, recognizing those problems is the logical starting point for thinking about what constitutes better evaluation.

How Can We Do Better in Filling Key Knowledge Gaps?

The archetypal formulation of the evaluation problem aims to estimate the average impact on those to which a specific program is assigned (the participants)
by attempting to infer the counterfactual from those to which it is not assigned (nonparticipants). While this is an undeniably important and challenging problem, solving it is not sufficient for assuring that evaluation is relevant to development practice.

Questions for Evaluations

Evaluations should not take the intervention as predetermined, but must begin by probing the problem that a policy or project is addressing. Why is the intervention needed? How does it relate to overall development goals, such as poverty reduction? What are the market, or governmental, failures it addresses? What are its distributional goals? What are the trade-offs with alternative (including existing) policies or programs? As Devarajan and others (1997) argue, researchers can often play an important role in addressing these questions. This involves more precise identification of the policy objectives (properly weighing gains across different subgroups of a population and different generations); the relevant constraints, which include resources, information, incentives, and political economy constraints; and the causal links through which the specific intervention yields its expected outcomes.

This role in conceptualizing the case for intervention can be especially important when the capacity for development policymaking is weak or when it is captured by lobby groups advocating narrow sectoral interests. The ex ante evaluative role for research can also be crucial when practitioners have overly strong prior beliefs about what needs to be done. Over time, some practitioners become experts at specific types of intervention, and some may even lobby for those interventions. The key questions about whether the intervention is appropriate in the specific setting may not even get asked.

Evaluators themselves can also become lobbyists for their favorite methods. Too often it is not the question that is driving the evaluation agenda but a preference for certain types of data or certain methods; the question is then found that fits the methodology, not the other way around. Starting with the question, not the method, often points the evaluator toward types of data and methods outside the domain traditionally favored by his or her own disciplinary background. For example, some of the World Bank’s research economists trying to understand persistent poverty and the impacts of antipoverty programs have been drawn to the theories and methods favored in other social sciences, such as anthropology, sociology, and social psychology; see, for example, the collection of papers in Rao and Walton (2004). Good researchers, like good detectives, assemble, and interpret diverse forms of evidence in testing empirical claims.

As already noted, rigorous impact evaluations require credible strategies for identifying the counterfactual—taking proper account of the likely sources of
bias, such as when outcomes are only compared over time for program participants, or when participants and nonparticipants are compared at only one date; see Ravallion (2008) for a survey of the (experimental and nonexperimental) methods available for this task. This is all about internal validity, which has been the main focus of researchers working on evaluations. In this discussion I will flag some issues that have received less attention yet matter greatly to the impact of an evaluation.

The choice of counterfactual is one such issue. The classic evaluation focuses on counterfactual outcomes in the absence of the program. This counterfactual may fall well short of addressing the concerns of policymakers. The alternative of doing nothing is rarely of interest to policymakers, who prefer instead to spend the same resources on some other program (possibly a different version of the same program). A specific program may appear to perform well against the option of doing nothing, but it is still performing poorly against some feasible alternative. For example, in an impact evaluation of a workfare program in India, Ravallion and Datt (1995) showed that the program substantially reduced poverty among the participants relative to the counterfactual of “no program,” but that once the costs of the program were factored in (including the foregone income of workfare participants) the alternative counterfactual of a uniform (untargeted) allocation of the same budget outlay would have had more impact on poverty. Formally, the evaluation problem is essentially no different if some alternative program is the counterfactual; in principle we can repeat the analysis relative to the “do nothing counterfactual” for each possible alternative and compare them. But this is rare in practice.

Nor is it evident that the classic formulation of the impact evaluation problem yields the most relevant impact parameters. For example, there is often an interest in better understanding the horizontal impacts of a program, that is the differences in impacts at a given level of counterfactual outcomes, as revealed by the joint distribution of outcomes under treatment and outcomes under the counterfactual. We cannot know this from a standard impact evaluation, which only reveals net counterfactual mean outcomes for those treated. Instead of focusing solely on the net gains to the poor (say) we may ask how many losers there are among the poor, and how many gainers.

Counterfactual analysis of the joint distribution of outcomes over time is useful for understanding impacts on poverty dynamics. This approach is developed in Ravallion and others (1995) for the purpose of measuring the impacts of changes in social spending on the intertemporal joint distribution of income. Instead of only measuring the impact on poverty (the marginal distribution of income) the authors exploit panel data to distinguish impacts on the number of people who escape poverty over time (the “promotion” role of a safety net) from impacts on the number who fall into poverty (the “protection” role). (This is only possible if
one can identify how impacts vary with household characteristics; the discussion will return to this issue in discussing impact heterogeneity below.) Ravallion and others apply this approach to an assessment of the impact on poverty transitions of reforms in Hungary’s social safety net.

**Spillover Effects**

A further way in which the classic impact evaluation problem often needs to be adapted to the needs of practitioners concerns its assumption that impacts for direct participants do not spill over to nonparticipants. Only under this assumption can we infer the counterfactual from an appropriate sample of the nonparticipants. Spillover effects are recognized as a concern in evaluating large public programs for which contamination of the control group can be hard to avoid due to the responses of markets and governments; spillover are also relevant in drawing lessons for scaling up based on an RCT. For further discussion, see Moffitt (2003, 2006).

An example of spillover effects can be found in the Miguel and Kremer (2004) study of treatments for intestinal worms in children. The authors argue that an evaluation design, in which some children are treated and some are retained as controls, would seriously underestimate the gains from treatment by ignoring the externalities between treated and “control” children. The design for the authors’ own evaluation avoided this problem by using mass treatment at the school level instead of individual treatment (using control schools at sufficient distance from treatment schools).

Spillover effects can also arise from the way markets respond to an intervention. Consider the example of an Employment Guarantee Scheme (EGS) in which the government commits to give work to anyone who wants it at a stipulated wage rate; this was the aim of the famous EGS in the Indian state of Maharashtra; in 2006 the Government of India implemented a national version of this scheme. The attractions of an EGS as a safety net stem from the fact that access to the program is universal (anyone who wants help can get it) but that all participants must work to obtain benefits and at a wage rate that is considered low in the specific context. The universality of access means that the scheme can provide effective insurance against risk. The work requirement at a low wage rate is taken by proponents to imply that the scheme will be self-targeted to the income poor.

The EGS is an assigned program in that there are well-defined “participants” and “nonparticipants.” And at first glance it might seem appropriate to collect data on both groups and compare their outcomes either by random assignment or after cleaning out observable heterogeneity. However, this classic evaluation design could give a severely biased result. The gains from such a program are
very likely to spill over into the private labor market. If the employment guarantee is effective then the scheme will establish a firm lower bound to the entire wage distribution—assuming that no able-bodied worker would accept non-EGS work at any wage rate below the EGS wage. So even if one picks a perfect comparison group, one will conclude that the scheme has no impact, since wages will be the same for participants and nonparticipants. But that would entirely miss the impact, which could be large for both groups.

Spillover effects can also arise from the behavior of governments. Chen and others (2009) find evidence of such spillover effects in their evaluation of a World Bank-supported poor-area development program in rural China. When the program selected certain villages to participate, the local government withdrew some of its own spending on development projects in those villages, in favor of nonprogram villages—the same set of villages from which the comparison group was drawn. Ignoring these spillover effects generated a nonnegligible underestimation of the impact of the program. Chen and others show how, under certain assumptions, one can estimate the maximum bias due to the specific type of spillover effects that arises from local government spending responses to external development aid. In the case of the poor-area program in China that Chen and others study, their results suggest that the spending responses of local governments to the external aid entail that the standard “difference-in-difference” method may well capture only two-thirds of the true impact.

Heterogeneity

Practitioners should never be happy with an evaluation that assumes common (homogeneous) impact. The impact of an assigned intervention can vary across those receiving it. Even with a constant benefit level, eligibility criteria entail differential costs to participants. For example, the foregone labor earnings incurred by participants in workfare or conditional cash transfer schemes (via the loss of earnings from child labor) will vary according to skills and local labor-market conditions.

By recognizing the scope for heterogeneity in impacts and the role of contextual factors, one can make evaluative research more relevant to good policymaking. For example, in the aforementioned evaluation of a poor-area development program in rural China, Chen and others (2009) find low overall impact but considerable heterogeneity, in that different types of households benefited more than others, with the relatively better educated amongst the poor achieving the highest returns to the project’s investments. The policy implication is that choosing different beneficiaries would have greatly increased the project’s overall impact; indeed, the study estimated that an alternative process of beneficiary selection that better exploited the heterogeneity in impacts could have led to a four-fold increase in the
By developing a deeper understanding of such heterogeneity, evaluations can help develop better projects.

Heterogeneity of impacts in terms of observables is readily allowed for by adding interaction effects between the intervention and observables to one’s model of outcomes. However, not all sources of heterogeneity are observable, and participants and stakeholders often react to factors unobserved by the researcher—confounding efforts to identify true impacts using standard methods, including experiments; this is what Heckman and others (2006) refer to as “essential heterogeneity.” With some extra effort, one can also allow for latent heterogeneity in the impacts of an intervention (using a random coefficients estimator in which the impact estimate contains a stochastic component). Applying this approach to the evaluation data for PROGRESA (a conditional cash transfer program in Mexico), Djebbari and Smith (2008) found that they could convincingly reject the assumption of common (homogeneous) effects made by past evaluations of that program.

When there is such heterogeneity, it can be of interest to policymakers to distinguish marginal impacts (from small program expansions or contractions) from the average impacts that have received the bulk of attention. Following Björklund and Moffitt (1987), the marginal treatment effect can be defined as the mean gain to units that are indifferent between participating or not. This requires that we model explicitly the choice problem facing participants (Björklund and Moffitt 1987; Heckman and Navarro-Lozano 2004). We may also want to estimate the joint distribution of outcomes under treatment and outcomes under the counterfactual, and a method for doing so is outlined in Heckman and others (1997).

External Validity

Arguably the most important thing to learn from any evaluation relates to its lessons for future policies (including reforms to the interventions being evaluated). External validity is highly desirable, but it can be hard to achieve. We naturally want research findings to have a degree of generalizability, so they can provide useful knowledge to guide practice in other settings. Thus empirical researchers need to focus on why a policy or program has an impact; a question to which I will return. However, too often impact evaluations are a “black box”; under certain assumptions, they reveal average impacts among those who receive a program, but say little or nothing about the economic and social processes leading to that impact. And only by understanding those processes can we draw valid lessons for scaling up, or for taking the same project to other settings. Research that tests the theories that underlie the rationales for intervention can thus be useful in practice.
When the policy issue is whether to expand a given program at the margin, the classic estimator of mean impact is actually of rather limited interest. For example, we may want to know the marginal impact of a greater duration of exposure to the program. An example can be found in the study by Ravallion and others (2005) of the impacts on workfare participants of leaving the program relative to staying (recognizing that this entails a nonrandom selection process). Another example can be found in the study by Behrman and others (2004) of the impacts on children’s cognitive skills and health status of longer exposure to a preschool program in Bolivia. The authors provided an estimate of the marginal impact of higher program duration by comparing the cumulative effects of different durations using a matching estimator. In such cases, selection into the program is not an issue, and we do not even need data on units who never participated.

Relatedly, one must recognize the importance of context since this can be key to drawing valid lessons for other settings. Relevant contextual factors may include the circumstances of participants, the economic, cultural, and political environment, and the administrative context. Unless we understand how such factors influence the outcomes of an intervention, the evaluation will have weak external validity. The next section returns to this issue.

Given that we can expect in general that any intervention will have heterogeneous impacts—some participants gain more than others—serious concerns can arise about the external validity of RCTs. The people who are normally attracted to a program, taking account of the expected benefits and costs to them personally, may differ systematically from the random sample of people who were included in the trial. The RCT may well have evaluated a very different program to the one that is actually implemented on the basis of that RCT.

External validity concerns about impact evaluations can also arise when certain institutions need to be presented to even facilitate the evaluations. For example, when randomized trials are tied to the activities of specific non-governmental organizations (NGOs) as the facilitators, there is a concern that the same intervention at the national scale may have a very different impact in places where the NGO is not present. Making sure that the control group areas also have the NGO can help, but even then we cannot rule out interaction effects between the NGO’s activities and the intervention. In other words, the effect of the NGO may not be “additive” but “multiplicative,” such that the difference between measured outcomes for the treatment and control groups does not reveal the impact in the absence of the NGO. Furthermore, the very nature of the intervention may change when it is implemented by a government rather than an NGO. This may happen because of unavoidable differences in (among other things) the quality of supervision, the incentives facing service providers, and administrative capacity.
A further external validity concern is that, while partial equilibrium assumptions may be fine for a pilot, general equilibrium effects (sometimes called “feedback” or “macro” effects) can be important when the pilot is scaled up nationally. For example, an estimate of the impact on schooling of a tuition subsidy based on a randomized trial may be deceptive when scaled up, given that the structure of returns to schooling will alter. Heckman and others (1998) demonstrated that partial equilibrium analysis can greatly overestimate the impact of a tuition subsidy once relative wages adjust, although Lee (2005) found a much smaller difference between the general and partial equilibrium effects of a tuition subsidy in a slightly different model.

A special case of the general problem of external validity is scaling up. There are many things that can change when a pilot program is scaled up: the inputs to the intervention can change, the outcomes can change, and the intervention can change; Moffitt (2006) gave examples in the context of education programs. The realized impacts on scaling up can differ from the trial results (whether randomized or not) because the socio-economic composition of program participation varies with scale. Ravallion (2004) discussed how this can happen in theory and presented the results from a series of country case studies, all of which suggest that the incidence of program benefits becomes more pro-poor with scaling up. Trial results could over- or underestimate impacts on scaling up. Larger projects may be more susceptible to rent seeking or corruption (as Deaton [2006] suggests); alternatively, the political economy may entail that the initial benefits tend to be captured more by the nonpoor (as shown by Lanjouw and Ravallion 1999, using data for India).

Evaluative research should regularly test the assumptions made in operational work. Even field-hardened practitioners do what they do on the basis of some implicit model of how the world works, which rationalizes what they do, and how their development project is expected to have an impact. Existing methods of rapid ex ante impact assessment evidently also rely heavily on the models held by practitioners. Researchers can perform a valuable role in helping to make those models explicit and (where possible) helping to assess their veracity.

A case in point is the questionable assumption—routinely made by both project staff and evaluators—that the donor’s money is actually financing what recipients claim it is financing. Research has pointed to a degree of fungibility in development aid, whereby the marginal use of public finds is unlikely to be the specific project that is being evaluated. Yet an assessment of “aid effectiveness” is (presumably) just that—an evaluation of the impact of the aid, not the project per se. These are different evaluation problems.

Assessments of aid effectiveness need to take a broader view of public spending, as advocated by Devarajan and others (1997). How broad it needs to be is unclear. There is some evidence that external aid sticks to its sector (quaintly
called a “flypaper effect” in economics); on this see van de Walle and Mu (2007). The existence of fungibility and flypaper effects points to the need for a sectoral approach in efforts to evaluate the impacts of development aid.

What Determines Impact?

The above discussion points to the need to supplement standard evaluations by information that can throw light on the factors influencing measured outcomes. That can be crucial for drawing useful policy lessons, including redesigning a program and scaling up. The relevant factors relate to both the participants (such as understanding program take-up decisions and how the outcomes are influenced by participants’ characteristics) and program context (such as understanding how the quantity/quality of service provision affects outcomes and how the role of local institutions influences outcomes). This section elaborates some of the ways that we might learn more about how a program does, or does not, have an impact, so as to better address the issues raised above.

An obvious approach to understanding which factors influence a program’s performance is to repeat it across different types of participants and in different contexts. Duflo and Kremer (2005) and Banerjee (2007) have argued that repeated RCTs across varying contexts and scales should be used to decide what works and what does not in development aid. Even putting aside the aforementioned problems encountered in social experiments, the feasibility of doing a sufficient number of trials—sufficient to span the relevant domain of variation found in reality for a given program, as well as across the range of policy options—is far from clear. The number of RCTs needed to test even one large national program could well be prohibitive. It is questionable whether this is a sound strategy for filling the existing gaps in our knowledge about development effectiveness.

Nonetheless, even if one cannot go as far as Banerjee (2007) would like, it can be agreed that evaluation designs should plan for contextual variation. Important clues can often be found in the geographic differences in impacts. These can stem from geographic differences in relevant population characteristics or from deeper location effects, such as agro-climatic differences and differences in local institutions (such as local “social capital” or the effectiveness of local public agencies). An example can be found in the study by Galasso and Ravallion (2005) in which the targeting performance of Bangladesh’s Food-for-Education program was assessed across each of 100 villages in Bangladesh, with the results being correlated with the characteristics of those villages. The authors found that the revealed differences in performance were partly explicable in terms of observable village characteristics, such as the extent of intravillage inequality (with more unequal villages being less effective in reaching their poor through the program).
Failure to allow for such location differences has been identified as a serious weakness in past evaluations; see for example the comments by Moffitt (2003) on trials of welfare reforms in the United States.

The literature suggests that location is a key dimension of context. An implication is that it is less problematic to scale up from a pilot within the same geographic setting (with a given set of relevant institutions) than to extrapolate the trial to a different setting. In one of the few attempts to test how well evaluation results from one location can be extrapolated to another location, Attanasio and others (2003) divided the seven states of Mexico in which the PROGRESA evaluation was done into two groups. They found that results from one group had poor predictive power for assessing likely impacts in the other group.

Useful clues for understanding impacts can sometimes be found by studying impacts on what can be called “intermediate” or “structural” measures. The typical evaluation design identifies a small number of “final outcome” indicators, and it aims to assess the program’s impact on those indicators. Instead of using only final outcome indicators, one may choose to also study impacts on certain intermediate indicators of behavior deemed relevant on theoretical grounds. For example, the intertemporal behavioral responses of participants in antipoverty programs are of obvious relevance to understanding their impacts. An impact evaluation of a program of compensatory cash transfers to Mexican farmers found that the transfers were partly invested, with second-round effects on future incomes (Sadoulet, de Janvry, and Davis 2001). Similarly, Ravallion and Chen (2005) found that participants in a poor-area development program in China saved a large share of the income gains from the program. Identifying responses through savings and investment provides a clue to understand the current impacts on living standards and the possible future welfare gains beyond the project’s current life span. Instead of focusing solely on the agreed welfare indicator relevant to the program’s goals, one collects and analyzes data on a potentially wide range of intermediate indicators relevant to understanding the processes determining impacts.

This also illustrates a common concern in evaluation studies, given behavioral responses, namely that the study period is rarely much longer than the period of the program’s disbursements. However, a share of the impact on peoples’ living standards will usually occur beyond the disbursement period. This does not necessarily mean that credible evaluations will need to track welfare impacts over much longer periods than is typically the case—raising concerns about feasibility. But it does suggest that evaluations need to look carefully at impacts on partial intermediate indicators of longer term impacts even when good measures of the welfare objective are available within the project cycle. The choice of such indicators will need to be informed by an understanding of participants’ behavioral responses to the program. That understanding will be informed by both theory and data.
In learning from an evaluation, one often needs to draw on information external to the evaluation. Qualitative research (intensive interviews with participants and administrators) can be a useful source of information on the underlying processes determining outcomes; see the discussion on “mixed methods” in Rao and Woolcock (2003). One approach is to use such methods to test the assumptions made by an intervention; this has been called “theory-based evaluation,” although that is hardly an ideal term given that identification strategies for mean impacts are often theory based. Weiss (2001) illustrated this approach in the abstract in the context of evaluating the impacts of community-based antipoverty programs. An example is found in a World Bank evaluation of social funds (SFs), as summarized in Carvalho and White (2004). While the overall aim of an SF is typically to reduce poverty, the study was interested in seeing whether SFs worked as intended by their designers. For example, did local communities participate? Who participated? Was there “capture” of the SF by local elites (as some critics have argued)? Building on Weiss (2001), the evaluation identified a series of key hypothesized links connecting the intervention to outcomes and tested whether each one worked. For example, in one of the country studies, Rao and Ibanez (2005) tested the assumption that an SF works by local communities collectively proposing the subprojects that they want; for an SF in Jamaica, the authors found that the process was often dominated by local elites.

In practice, it is very unlikely that all the relevant assumptions are testable (including alternative assumptions made by different theories that might yield similar impacts). Nor is it clear that the process determining the impact of a program can always be decomposed into a neat series of testable links within a unique causal chain; there may be more complex forms of interaction and simultaneity that do not lend themselves to this type of analysis. For these reasons, theory-based evaluation cannot be considered an alternative to assessing impacts on final outcomes by credible (experimental or nonexperimental) methods, although it can still be a useful complement to such evaluations for better understanding measured impacts.

Project monitoring databases are an important, underutilized, source of information for understanding how a program works. Too often, however, the project monitoring data collected and the information system used have negligible evaluative content. This is not inevitably the case. For example, Ravallion’s (2000) method of combining spending maps with poverty maps can allow rapid assessments of the targeting performance of a decentralized antipoverty program. This illustrates how, at modest cost, standard monitoring data can be made more useful for providing information on how the program is working, and in a way that provides sufficiently rapid feedback to a project to allow corrections along the way.
The Proempleo experiment in Argentina provides an example of how information external to the evaluation can carry important insights. Proempleo was a pilot wage subsidy and training program for unemployed workers. The RCT by Galasso and others (2004) randomly assigned vouchers for a wage subsidy across (typically poor) people currently in a workfare program and tracked their subsequent success in getting regular work. A randomized control group located the counterfactual. The results indicated a significant impact of the wage-subsidy voucher on employment. But when cross-checks were made against central administrative data, supplemented by informal interviews with the hiring firms, it was found that there was very low take-up of the wage subsidy by firms. The scheme was highly cost effective; the government saved 5 percent of its workfare wage bill for an outlay on subsidies that represented only 10 percent of that saving. However, the cross-checks against these other data revealed that Proempleo did not work the way its design had intended. The bulk of the gain in employment for participants was not through higher demand for their labor induced by the wage subsidy. Rather the impact arose from supply-side effects; the voucher appeared to have had credential value to workers—it acted like a “letter of introduction” that few people had (and how it was allocated was a secret locally). This could not be revealed by the evaluation, but required supplementary data. The extra insight obtained about how Proempleo actually worked in the context of its trial setting also carried implications for scaling up, which put emphasis on providing better information for poor workers about how to get a job rather than providing wage subsidies.

Spillover effects also point to the importance of a deeper understanding of how a program operates. Indirect (or “second-round”) impacts on nonparticipants are common. A workfare program may lead to higher earnings for nonparticipants; or a road improvement project in one area might improve accessibility elsewhere. Depending on how important these indirect effects are thought to be in the specific application, the “program” may need to be redefined to embrace the spillover effects. Or one might need to combine the type of evaluation discussed here with other tools, such as a model of the labor market, to pick up other benefits.

An extreme form of a spillover effect is an economy-wide program. The classic evaluation tools for assigned programs have little obvious role for economy-wide programs in which no explicit assignment process is evident, or, if it is, the spillover effects are likely to be pervasive. When some countries get the economy-wide program but some do not, cross-country comparative work (such as growth regressions) can reveal impacts. That identification task is often difficult, because there are typically latent factors at country level that simultaneously influence outcomes and whether a country adopts the policy in question. And even when the identification strategy is accepted, carrying the generalized lessons from cross-country regressions to inform policymaking in any one country can be highly
problematic. There are also a number of promising examples of how simulation tools for economy wide policies such as Computable General Equilibrium models can be combined with household-level survey data to assess impacts on poverty and inequality. These simulation methods make it far easier to attribute impacts to the policy change, although this advantage comes at the cost of the need to make many more assumptions about how the economy works.

In both assessing impacts and understanding the reasons for those impacts, there is often scope for a “meso” level analysis in which theory is used to inform empirical analysis of what would appear to be the key mechanisms linking an intervention to its outcomes, and this is done in a way that identifies key structural parameters that can be taken as fixed when estimating counterfactual outcomes. This type of approach can provide deeper insights into the factors determining outcomes in \textit{ex post} evaluations and can also help in simulating the likely impacts of changes in program or policy design \textit{ex ante}.

Naturally, simulations require many more assumptions about how an economy works. As far as possible one would like to see those assumptions anchored to past knowledge built up from rigorous \textit{ex post} evaluations. For example, by combining a randomized evaluation design with a structural model of education choices and exploiting the randomized design for identification, one can greatly expand the set of policy-relevant questions about the design of a program that a conventional evaluation can answer; examples using the PROGRESA evaluation data can be found in Todd and Wolpin (2002), Attanasio and others (2004), and de Janvry and Sadoulet (2006). This strand of the literature has revealed that a budget-neutral switch of the enrolment subsidy in PROGRESA from primary to secondary school would have delivered a net gain in school attainments, by increasing the proportion of children who continue onto secondary school. While PROGRESA had an impact on schooling, it could have had greater impact. However, it should be recalled that this type of program has two objectives: increasing schooling (reducing future poverty) and reducing current poverty, through the targeted transfers. To the extent that refocusing the subsidies on secondary schooling would reduce the impact on current income poverty (by increasing the forgone income from children’s employment), the case for this change in the program’s design would need further analysis.

Many of these observations point to the important role played by theory in understanding why a program may or may not have an impact. However, the theoretical models found in the evaluation literature are not always the most relevant to developing country settings. The models have stemmed mainly from the literature on evaluating training and other programs in developed countries, in which selection is seen largely as a matter of individual choice amongst those eligible. This approach does not sit easily with what we know about many antipoverty programs in developing countries, in which the choices made by politicians
and administrators appear to be at least as important to the selection process as the choices made by those eligible to participate. We often need a richer theoretical characterization of the selection problem to assure relevance.

An example of one effort in this direction can be found in the Galasso and Ravallion (2005) model of a decentralized antipoverty program; their model focuses on the public-choice problem facing the government and the local collective action problem facing communities, with individual participation choices treated as a trivial subproblem. Such models can also point to instrumental variables for identifying impacts and studying their heterogeneity.

An example of the use of a more structural approach to assessing an economy-wide reform can be found in Ravallion and van de Walle (2008). Here the policy being studied was the decollectivization of agriculture in Vietnam and the subsequent efforts to develop a private market in land-use rights. These were huge reforms, affecting the livelihoods of the vast majority of the Vietnamese people. Ravallion and van de Walle developed models to explain how farmland was allocated to individual farmers at the time of decollectivization, how those allocations affected living standards, and how the subsequent reallocations of land amongst farmers (that were permitted by the subsequent market-oriented agrarian reforms) responded to the inefficiencies left by the initial administrative assignment of land at the time of decollectivization. Naturally, many more assumptions need to be made about how the economy works—essentially to make up for the fact that one cannot observe nonparticipants in these reforms as a clue to the counterfactual. Not all of those assumptions are testable. However, the principle of evaluation is the same, namely to infer the impacts of these reforms relative to explicit counterfactuals. For example, Ravallion and van de Walle assessed the welfare impacts of the privatization of land-use rights against both an efficiency counterfactual (the simulated competitive market allocation) and an equity counterfactual (an equal allocation of quality-adjusted land within communes). This type of approach can also throw light on the heterogeneity of the welfare impacts of large reforms; in the Vietnam case, the authors were able to assess both the overall impacts on poverty and identify the presence of both losers and gainers, including among the poor.

Does Published Knowledge Reliably Guide Development Practice?

The benefits from evaluations depend in part on their publication, which is the main way they feed into development knowledge. Development policymaking draws on accumulated knowledge built up in large part from published findings.
At the same time, publishing in refereed journals is important to a researcher’s credibility and career prospects. Thus publication processes—notably the incentives facing journal editors and reviewers, researchers, and those who fund research—are relevant to our success in achieving development goals.

There are reasons for questioning how well the publication process performs in helping to realize the social benefits from rigorous evaluations. Three issues stand out. First, the cost of completing the publication stage in the cycle of research can be significant, and it is hard to reduce these costs; writing the paper the right way, documenting everything that was done, addressing the concerns of referees and editors, all take time. Practitioners are often unwilling to fund these costs, and they even question the need for publication. Again a large share of the benefits is external, to which individual project staff naturally attach low weight.

Second, received wisdom develops its own inertia through the publication process, with the result that it is often harder to publish a paper that reports unexpected or ambiguous impacts when judged against current theories, past evidence, or both. Reviewers and editors are likely to apply different standards according to whether they believe the results hold on a priori grounds. In the context of evaluating development projects, the prior belief is often that the project will have positive impacts, for that is presumably the main reason why the project was funded in the first place. Then a preference for confirming prior beliefs will tend to bias our knowledge in favor of finding positive impacts. Negative or nonimpacts will not get reported as easily. When there is a history of research on a type of intervention, the results of the early studies will set the prior beliefs against which later work is judged. An initial bad draw from the true distribution of impacts may then distort knowledge for some time after.

A third source of bias is that the review process in scientific publishing (at least in economics) tends to put greater emphasis on the internal validity of an evaluative research paper than on its external validity. The bulk of the effort goes into establishing that valid inferences are being drawn about causal impacts within the sample of program participants. The authors may offer some concluding (and possibly highly cautious) thoughts on the broader implications for scaling up the program well beyond that sample. However, these claims will rarely be established with comparable rigor to the efforts put into establishing internal validity, and the claims are rarely challenged by reviewers.

These imperfections in the research publication industry undoubtedly have feedback effects on the production of evaluations. Researchers will tend to work harder to obtain positive findings, or at least results consistent with received wisdom, so as to improve their chances of getting their work published. No doubt, extreme biases (in either direction) will be eventually exposed. But this takes time.

Researchers have no shortage of instruments at their disposal to respond to the (often distorted) incentives generated by professional publication processes. Key
decisions on what to report, and indeed the topic of the research paper, naturally lie with the individual researcher, who must write the paper and get it published. In the case of impact evaluations of development projects, the survey data (often collected for the purpose of the evaluation) will typically include multiple indicators of “outcomes.” If one collects 20 indicators (say) then there is a good chance that at least one of them shows statistically significant impacts of the project even when it had no impact in reality. A researcher keen to get published might be tempted to report results solely for the significant indicator. (Journal reviewers and editors rarely ask what other data were collected.) The dangers to knowledge generation are plain.

The threat of replication by another researcher can help assure better behavior. But in economics, replication studies tend to have low status and are actually quite rare. Thus, as Rodrik (2009) points out, there will be little or no incentive for researchers to carry out the great many repetitions that would probably be called for in the agenda for the mass RCTs proposed by Banerjee (2007) and Duflo and Kremer (2005), given that professional journals would have little interest in such replications of the same intervention and method in different settings.

Nor do researchers have a strong incentive to make their data publicly available for replication purposes. Some professional economics journals have adopted a policy that the datasets used in accepted papers should be made available this way, although enforcement is not uniformly strong.

In choosing how to respond to this environment, the individual researcher faces a trade-off between publishability and relevance. Thankfully, the fact of being policy relevant is not in itself an impediment to publishability in most journals, though any research paper that lacks originality, rigor, or depth will have a hard time getting published. It is by maintaining the highest standards that we assure that relevant research is publishable, as well as being credible when carried to policy dialogues. However, it must be acknowledged that the set of research questions that are most relevant to development policy overlap only partially with the set of questions that are seen to be in vogue by the editors of the professional journals at any given time. The dominance of academia in the respected publishing outlets is understandable, but it can sometimes make it harder for researchers doing work more relevant to development practitioners, even when that work meets academic standards. Academic research draws its motivation from academic concerns that overlap imperfectly with the issues that matter to development practitioners. Provided that scholarly rigor is maintained, the cost to a researcher’s published output of doing policy relevant research might not be high, but it would be naïve to think that the cost is zero.

Communication and dissemination of the published findings on development effectiveness can also be deficient. Researchers sometimes lack the skills or personalities needed for effective communication with nontechnical audiences.
Having worked very hard to assure that the data and analysis are sound, and so pass muster by accepted scientific criteria, it does not come easily for all researchers to translate the results into just a few key policy messages, which do not seem to do justice to all the work involved. The externality problem can also arise here, whereby social returns from outreach exceed private returns. A research institution will often need to support its researchers with specialized staff who possess strong communication skills.

Conclusions

We underinvest in some of the most important tools for enhancing development effectiveness. Weak incentives facing key decision-makers—stemming from knowledge externalities, asymmetric information, and noncompetitive features of the market for knowledge—entail that too few rigorous impact evaluations of development interventions get done. This problem appears to be particularly severe for evaluations of projects that yield benefits over long periods and for efforts in rigorously understanding the lessons that can be drawn for other projects and settings. While donor support for evaluation is helping redress these problems, there is still a long way to go; greater support is needed, but existing support could also be made more effective if it were aimed at changing private incentives to evaluate, by either raising the marginal benefits or lowering the marginal costs facing project managers. The process of knowledge generation through evaluations is probably also affected by biases on the publication side, which distort the incentives facing individual researchers in doing evaluations.

None of this is helped by the fact that even the most rigorous methods found in practice often fall well short of delivering credible answers to the questions posed by practitioners. Those questions start at the outset of the project cycle and even embrace the rationale for the intervention. They include understanding why the intervention might have greater impact for some participants, and in some settings, than others. They include the lessons for both the intervention under study and (importantly) future interventions. The classic estimate of the mean impact on those treated is of strictly limited utility for addressing these issues.

Nor is the task helped by the fact that researchers have at times overstated what their favorite method can deliver for practitioners, and that they have often chosen what they evaluate according to whether their favorite method is feasible, rather than whether the question is important to development. Interventions are even being chosen, or designed, to fit certain preferred evaluation methods. At the same time, exaggerated claims are sometimes made by nonresearchers about what can be learnt about development effectiveness in a short time with little or no credible data.
Looking forward, greater effort is needed to develop approaches to evaluation that can throw more useful light on the external validity of findings on specific projects (including implications for scaling up) and that can provide a deeper understanding of what determines why an intervention does, or does not, have an impact. Fungibility and flypaper effects also point to the need for a broader sectoral approach to assessing aid effectiveness. There is still much to do if we want to realize the potential for evaluative research to inform development policy by “seeking truth from facts.”
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1. The classic account of this problem is given in Akerlof (1970).

2. For example, OECD (2007) outlines an approach to “ex ante poverty impact assessment” that claims to assess the “poverty outcomes and impacts” of a project in just 2–3 weeks at a cost of $10,000–40,000, which, as the authors point out, is appreciably less than standard impact evaluations. The OECD paper proposes that a consultant fills in a series of tables giving the project’s “short-term and long-term outcomes” across a range of (economic and noneconomic) dimensions for each of the various groups of identified “stakeholders,” as well as the project’s “transmission channels,” through induced changes in prices, employment, transfers, and so on. Many readers (including many practitioners) would not know just how hard it is to make such assessments in a credible way, and the paper offers no guidance to readers on what degree of confidence one can have in the results of such an exercise.

3. This is sometimes called “randomization bias”; see Heckman and Smith (1995). See also the discussion in Moffitt (2004).

4. See, for example, Bourguignon and Ferreira (2003) and Chen and Ravallion (2004).

5. For a useful overview of ex ante methods, see Bourguignon and Ferreira (2003).
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